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Needs, Wants, HUGE WANTS…..

Needs: 
To monitor current/ historical performance with notifications for our network devices, 
using an open standard network protocol.

Wants: 
Have it scale with organization and help optimize system performance.

HUGE WANT: 
Get instrument vendors to implement “SNMP Agents” for SOH Object Identifiers 
(Instrument SOH MIB/OIDs).
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Two Main Instances of Nagios at PNSN

University of Washington IT Network System Monitoring / PNSN:

● Servers
● Routers
● Web Proxies

Field Operations:

● Field SOH and performance monitoring / histories
● Uptime statistics
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What is SNMP? 
Simple Network Management Protocol

It is used for collecting information from, and configuring, network devices, such as 
servers, printers, hubs, switches, and routers on an Internet Protocol (IP) network.

Cell modems, Radios support this protocol too.

Unfortunately: Seismic instruments don’t. Can we change this?

We propose the USGS make it a feature requirement for seismic instrument Purchase 
Agreements.
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Nagios, a diagram... The Operating Principle.
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Nagios Core is open 
source software licensed 
under the GNU GPL V2.



What does Nagios communicate to user?

- State of Device Services: [OK, Warning, Critical]     “Customizable”
- ***NOTE*** Seismic Instruments not Included.
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- Status of Devices: [UP, DOWN, Un-Reachable]

State of 
Service
SNMP

Status
Http(s)



A diagram.. With PNSN Objects

PNSN Objects: http

http

Http, Some vendors provide API’s for 
SOH... I.E JSON API for 
Nanometrics.

snmp

snmp

http

http
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HUGE WANT: snmp



Quick look at Plugins

Mapped devices for Live Status:

Stock Google Maps API and hand coded the various 
integration (grouped pop ups, displays, filter, pins, etc). 

Links into SIS:

It assumes the SIS entry is present and creates the link 
based on the pretty name format: https://anss-
sis.scsn.org/sis/find/?net=UW&lookupcode=STATION
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Quick look at Plugins
pnp4Nagios (Customizable Reports...pdf...): Easy to integrate...

PNSN_Check_SNMP(scaling...etc..etc): Used to help scale values 
returned.

PNSN_Check_rates(Mikrotik / Ubiquiti): Designed to convert octets 
to bits per second for Bandwidth….

PNSN_Check_JSON(Nanometrics SOH): This customization and 
TIME would not be needed if instrument vendors used SNMP.

PLUS…. This  API Requires custom alarm code as well.
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Why require SNMP in instruments? 
Obviously….

1. You would know if your 
network of sensors are 
having issues

2. Issues won’t sit waiting to be 
discovered because You can 
set an alarm 

3. You can quickly find the root 
cause and rectify!
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A working example 
of an SNMP device….

We can set standard or 
custom alarms, system 
wide or site specific 
alarms for each device…. 

Using the standard, 
existing Alarm Handler.
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Snmp Configuration - Objects(Radio, Cell)

Easy to set in existing objects….
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SOH in Meta Data?

This isn't helpful because currently it’s too cumbersome and time consuming to 
collect, analyse and interpret by our staff.
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Nagios and SNMP Summary

The design, test, integration and “evangelizing”  took time, and iterations….

We added complexity internally to simplify the use, management and extensibility.

I think the team likes it and helped improve their troubleshooting skills.

It has some cool Uptime/Availability reporting options too, for holistic SOH.

We can make it better if all devices support SNMP.
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The End
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Standard: Snmp calls from Nagios - Usage

Usage:

check_snmp -H <ip_address> -o <OID> [-w warn_range] [-c crit_range]

[-C community] [-s string] [-r regex] [-R regexi] [-t timeout] [-e retries]

[-l label] [-u units] [-p port-number] [-d delimiter] [-D output-delimiter]

[-m miblist] [-P snmp version] [-N context] [-L seclevel] [-U secname]

[-a authproto] [-A authpasswd] [-x privproto] [-X privpasswd]
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Network Monitoring Tools….Pick One.

Nagios,Icinga,Cacti,OpenNMS…..

● Comparison of network monitoring systems
● Icinga – A fork of Nagios Core
● Shinken – A fork of Nagios Core
● Naemon - A fork of Nagios Core

17

https://en.wikipedia.org/wiki/Comparison_of_network_monitoring_systems
https://en.wikipedia.org/wiki/Icinga
https://en.wikipedia.org/wiki/Fork_%28software_development%29
https://en.wikipedia.org/wiki/Fork_%28software_development%29
https://en.wikipedia.org/wiki/Shinken_%28software%29
https://en.wikipedia.org/wiki/Fork_%28software_development%29
https://en.wikipedia.org/wiki/Fork_%28software_development%29
https://en.wikipedia.org/wiki/Naemon
https://en.wikipedia.org/wiki/Fork_%28software_development%29
https://en.wikipedia.org/wiki/Fork_%28software_development%29


Is Nagios / SNMP Secure?

● We limit access to our Objects already… Limited connections, from UW Addresses. 
HTTP used for status, not PING.

● SNMP v1 - Access or update any data using hardcoded community strings 
(public/private).  Extremely susceptible to script kiddies

● SNMP v2c - May allow up to 1 secret (vendor dependent) sent in plaintext.  For 1 
secret setups it would protect against script kiddies but not against sniffing

● SNMP v3 - Allows 2-3 secrets (vendor dependent) encrypted using AES or DES.  
Combined with firewall functionality this is extremely secure

● Why does it matter?  Past examples of malicious SNMP attacks include locking 
out, bricking, and even physical damage of devices (printers/network gear). 18


